**COPY THE FILE FROM BASE TO MOUNT PATH**

ocpadmin@10.8.14.77's password:

Last login: Fri Feb 24 12:21:34 2023 from 172.16.19.54

[ocpadmin@idopauat14 ~]$ oc get pod | grep service-dep-nonitr-receiver-business

service-dep-nonitr-receiver-business-5485796689-d4498 2/2 Running 0 21h

[ocpadmin@idopauat14 ~]$ oc rsh service-dep-nonitr-receiver-business-5485796689-d4498

Defaulting container name to service-dep-nonitr-receiver-business.

Use 'oc describe pod/service-dep-nonitr-receiver-business-5485796689-d4498 -n idss-dep-microservice' to see all of the containers in this pod.

sh-4.4$ df -h

Filesystem Size Used Avail Use% Mounted on

overlay 200G 60G 140G 30% /

tmpfs 64M 0 64M 0% /dev

tmpfs 32G 0 32G 0% /sys/fs/cgroup

shm 64M 4.0K 64M 1% /dev/shm

tmpfs 32G 62M 32G 1% /etc/passwd

10.8.14.77:/opt/nfs/dep\_microservices/appcsv 64G 62G 0 100% /appcsv

/dev/sda4 200G 60G 140G 30% /etc/hosts

tmpfs 2.5G 28K 2.5G 1% /run/secrets/kubernetes.io/serviceaccount

tmpfs 32G 0 32G 0% /proc/acpi

tmpfs 32G 0 32G 0% /proc/scsi

tmpfs 32G 0 32G 0% /sys/firmware

sh-4.4$ exit

[ocpadmin@idopauat14 ~]$ ip r

default via 10.8.14.126 dev ens192

10.8.14.64/26 dev ens192 proto kernel scope link src 10.8.14.77

169.254.0.0/16 dev ens192 scope link metric 1002

[ocpadmin@idopauat14 ~]$ pwd

/home/ocpadmin

[ocpadmin@idopauat14 ~]$ ls -ltrh

total 2.1G

-rw-r--r-- 1 ocpadmin ocpadmin 954 Apr 15 2021 README.md

-rwxr-xr-x 1 ocpadmin ocpadmin 70M Apr 15 2021 kubectl

-rw------- 1 ocpadmin ocpadmin 476K May 22 2021 nohup.out

-rw-rw-r-- 1 ocpadmin ocpadmin 331 May 22 2021 quay-project.yaml

-rw-rw-r-- 1 ocpadmin ocpadmin 2.7K May 28 2021 idsstestmz\_registry.crt

-rw-r--r-- 1 ocpadmin ocpadmin 744 Jun 1 2021 idopduat05.insight.local\_01\_06\_2021-09\_44\_59-UTC.pcap

-rw-r--r-- 1 ocpadmin ocpadmin 723K Jun 1 2021 idopduat05.insight.local\_01\_06\_2021-09\_54\_22-UTC.pcap

-rw-r--r-- 1 ocpadmin ocpadmin 434K Jun 1 2021 idopduat05.insight.local\_01\_06\_2021-10\_28\_26-UTC.pcap

-rw-rw-r-- 1 ocpadmin ocpadmin 7.8K Jun 1 2021 c1.yaml

drwxrwxr-x 2 ocpadmin ocpadmin 4.0K Jun 1 2021 casstest

drwxrwxr-x 2 ocpadmin ocpadmin 4.0K Jun 3 2021 olm-mirror

-rw-rw-r-- 1 ocpadmin ocpadmin 2.1K Jun 5 2021 nodes\_05062021

-rw-rw-r-- 1 ocpadmin ocpadmin 4.0K Feb 14 13:17 dump-deployment-14feb.yaml

-rw-rw-r-- 1 ocpadmin ocpadmin 4.3K Feb 15 11:58 kafka.yaml

-rw-rw-r-- 1 ocpadmin ocpadmin 1.3K Feb 24 13:14 216870386.csv

-rw-rw-r-- 1 ocpadmin ocpadmin 406 Feb 24 13:14 216875212.csv

[ocpadmin@idopauat14 ~]$ ls -ltrh \*.csv

-rw-r----- 1 ocpadmin ocpadmin 18K Aug 2 2022 156716549.csv

-rw-rw-r-- 1 ocpadmin ocpadmin 1.3K Feb 24 13:14 216870386.csv

-rw-rw-r-- 1 ocpadmin ocpadmin 406 Feb 24 13:14 216875212.csv

[ocpadmin@idopauat14 ~]$ cp 216875212.csv 216870386.csv /opt/nfs/dep\_microservices/appcsv/

cp: error writing ‘/opt/nfs/dep\_microservices/appcsv/216875212.csv’: No space left on device

cp: failed to extend ‘/opt/nfs/dep\_microservices/appcsv/216875212.csv’: No space left on device

cp: error writing ‘/opt/nfs/dep\_microservices/appcsv/216870386.csv’: No space left on device

cp: failed to extend ‘/opt/nfs/dep\_microservices/appcsv/216870386.csv’: No space left on device

[ocpadmin@idopauat14 ~]$ df -h

Filesystem Size Used Avail Use% Mounted on

devtmpfs 7.8G 0 7.8G 0% /dev

tmpfs 7.8G 29M 7.8G 1% /dev/shm

tmpfs 7.8G 798M 7.0G 11% /run

tmpfs 7.8G 0 7.8G 0% /sys/fs/cgroup

/dev/mapper/rootvg-root 20G 535M 19G 3% /

/dev/mapper/rootvg-usr 15G 4.6G 9.4G 34% /usr

/dev/sda1 477M 245M 203M 55% /boot

/dev/mapper/rootvg-var 12G 866M 11G 8% /var

/dev/mapper/rootvg-var\_log 15G 478M 14G 4% /var/log

/dev/mapper/rootvg-tmp 15G 41M 14G 1% /tmp

/dev/mapper/rootvg-home 15G 8.5G 5.5G 62% /home

/dev/mapper/rootvg-opt 64G 62G 0 100% /opt

tmpfs 1.6G 60K 1.6G 1% /run/user/1002

/dev/mapper/alfresco-alfrescolv 99G 101M 94G 1% /alfresco

/dev/sdd1 99G 62G 32G 66% /miscellaneous

tmpfs 1.6G 4.0K 1.6G 1% /run/user/42

tmpfs 1.6G 32K 1.6G 1% /run/user/1000

/dev/sde2 69G 53M 66G 1% /dataformsfiles

/dev/sde1 9.8G 37M 9.2G 1% /kafkatopic

tmpfs 1.6G 0 1.6G 0% /run/user/1001

[ocpadmin@idopauat14 ~]$ cd /opt/

You have new mail in /var/spool/mail/ocpadmin

[ocpadmin@idopauat14 opt]$ ll

total 36

drwx------. 2 root root 16384 Mar 20 2017 lost+found

drwxr-xr-x 3 ocpadmin ocpadmin 4096 Oct 6 11:47 mustgather

drwxr-xr-x 3 root root 4096 May 19 2022 nfs

drwxr-xr-x. 2 root root 4096 Jun 18 2018 rh

drwxr-xr-x 2 ocpadmin ocpadmin 4096 Feb 24 10:15 scripts

drwxr-xr-x 2 ocpadmin ocpadmin 4096 Jun 2 2022 upgrade\_01062022

[ocpadmin@idopauat14 opt]$ du -sh \*

du: cannot read directory ‘lost+found’: Permission denied

16K lost+found

12K mustgather

^C

[ocpadmin@idopauat14 opt]$ sudo du -sh \*

16K lost+found

12K mustgather

62G nfs

4.0K rh

12K scripts

420K upgrade\_01062022

[ocpadmin@idopauat14 opt]$

[ocpadmin@idopauat14 opt]$ rm -rf mustgather

rm: cannot remove ‘mustgather’: Permission denied

[ocpadmin@idopauat14 opt]$ sudo rm -rf mustgather

[ocpadmin@idopauat14 opt]$ cd rh/

[ocpadmin@idopauat14 rh]$ ll

total 0

[ocpadmin@idopauat14 rh]$

[ocpadmin@idopauat14 rh]$ cd ..

[ocpadmin@idopauat14 opt]$ cd nfs/

[ocpadmin@idopauat14 nfs]$ ll

total 4

drwxrwxrwx 5 root root 4096 Jun 7 2022 dep\_microservices

[ocpadmin@idopauat14 nfs]$ cd dep\_microservices/

[ocpadmin@idopauat14 dep\_microservices]$ ll

total 18296

drwxrwxrwx 5 ocpadmin ocpadmin 2224128 Feb 24 13:15 appcsv

drwxrwxrwx 9 ocpadmin ocpadmin 4632576 Jun 14 2022 itr

drwxrwxrwx 15 root root 11845632 Feb 23 16:19 nonitr

[ocpadmin@idopauat14 dep\_microservices]$ cd appcsv/

[ocpadmin@idopauat14 appcsv]$ ls -ltr | head

total 1606720

-rw-r--r-- 1 ocpadmin ocpadmin 1213983 Aug 27 2021 152749557.csv

-rw-r--r-- 1 ocpadmin ocpadmin 1448997 Aug 27 2021 152751764.csv

-rw-r--r-- 1 ocpadmin ocpadmin 55905 Aug 27 2021 152753603.csv

-rw-r--r-- 1 ocpadmin ocpadmin 1447643 Aug 27 2021 152784056.csv

-rw-r--r-- 1 ocpadmin ocpadmin 6956 Aug 28 2021 152849984.csv

-rw-r--r-- 1 ocpadmin ocpadmin 11057 Aug 28 2021 152876043.csv

-rw-r--r-- 1 ocpadmin ocpadmin 7030 Aug 28 2021 152886383.csv

-rw-r--r-- 1 ocpadmin ocpadmin 9589 Aug 28 2021 152886808.csv

-rw-r--r-- 1 ocpadmin ocpadmin 15453 Aug 28 2021 152888211.csv

[ocpadmin@idopauat14 appcsv]$ df -h

Filesystem Size Used Avail Use% Mounted on

devtmpfs 7.8G 0 7.8G 0% /dev

tmpfs 7.8G 29M 7.8G 1% /dev/shm

tmpfs 7.8G 806M 7.0G 11% /run

tmpfs 7.8G 0 7.8G 0% /sys/fs/cgroup

/dev/mapper/rootvg-root 20G 535M 19G 3% /

/dev/mapper/rootvg-usr 15G 4.6G 9.4G 34% /usr

/dev/sda1 477M 245M 203M 55% /boot

/dev/mapper/rootvg-var 12G 866M 11G 8% /var

/dev/mapper/rootvg-var\_log 15G 481M 14G 4% /var/log

/dev/mapper/rootvg-tmp 15G 41M 14G 1% /tmp

/dev/mapper/rootvg-home 15G 8.5G 5.5G 62% /home

/dev/mapper/rootvg-opt 64G 62G 12K 100% /opt

tmpfs 1.6G 60K 1.6G 1% /run/user/1002

/dev/mapper/alfresco-alfrescolv 99G 101M 94G 1% /alfresco

/dev/sdd1 99G 62G 32G 66% /miscellaneous

tmpfs 1.6G 4.0K 1.6G 1% /run/user/42

tmpfs 1.6G 32K 1.6G 1% /run/user/1000

/dev/sde2 69G 53M 66G 1% /dataformsfiles

/dev/sde1 9.8G 37M 9.2G 1% /kafkatopic

tmpfs 1.6G 0 1.6G 0% /run/user/1001

[ocpadmin@idopauat14 appcsv]$ sudo mkdir /miscellaneous/appcsv-bkp

[ocpadmin@idopauat14 appcsv]$ ls -ltr | head | awk '{print $9}'

152749557.csv

152751764.csv

152753603.csv

152784056.csv

152849984.csv

152876043.csv

152886383.csv

152886808.csv

152888211.csv

[ocpadmin@idopauat14 appcsv]$ sudo mv 152749557.csv 152751764.csv 152753603.csv 152784056.csv 152849984.csv 152876043.csv 152886383.csv 152886808.csv 152888211.csv /miscellaneous/appcsv-bkp/

[ocpadmin@idopauat14 appcsv]$ df -h

Filesystem Size Used Avail Use% Mounted on

devtmpfs 7.8G 0 7.8G 0% /dev

tmpfs 7.8G 29M 7.8G 1% /dev/shm

tmpfs 7.8G 814M 7.0G 11% /run

tmpfs 7.8G 0 7.8G 0% /sys/fs/cgroup

/dev/mapper/rootvg-root 20G 535M 19G 3% /

/dev/mapper/rootvg-usr 15G 4.6G 9.4G 34% /usr

/dev/sda1 477M 245M 203M 55% /boot

/dev/mapper/rootvg-var 12G 866M 11G 8% /var

/dev/mapper/rootvg-var\_log 15G 482M 14G 4% /var/log

/dev/mapper/rootvg-tmp 15G 41M 14G 1% /tmp

/dev/mapper/rootvg-home 15G 8.5G 5.5G 62% /home

/dev/mapper/rootvg-opt 64G 62G 4.1M 100% /opt

tmpfs 1.6G 60K 1.6G 1% /run/user/1002

/dev/mapper/alfresco-alfrescolv 99G 101M 94G 1% /alfresco

/dev/sdd1 99G 62G 32G 66% /miscellaneous

tmpfs 1.6G 4.0K 1.6G 1% /run/user/42

tmpfs 1.6G 32K 1.6G 1% /run/user/1000

/dev/sde2 69G 53M 66G 1% /dataformsfiles

/dev/sde1 9.8G 37M 9.2G 1% /kafkatopic

tmpfs 1.6G 0 1.6G 0% /run/user/1001

[ocpadmin@idopauat14 appcsv]$ cd

[ocpadmin@idopauat14 ~]$ cp 216875212.csv 216870386.csv /opt/nfs/dep\_microservices/appcsv/

[ocpadmin@idopauat14 ~]$ timed out waiting for input: auto-logout